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Deep Neural Networks (DNNs) provide state-of-the-art results in various areas such as computer vision, 

speech Recognition, and natural language processing. Coupled with efficient hardware accelerators and 

large datasets, these modern neural networks use very large and deep architectures to achieve state-of-

the-art classification accuracy results. These modern DNNs require enormous computational resources 

for both learning and inference. One of the promising solutions to address the computational demand of 

DNNs is employing GPU accelerators. To improve the performance of DNN inference on GPU 

accelerators , hardware manufactures such as Nvidia and AMD offer reduced-precision arithmetic, 

which requires less resources (memory, computation and power), together with software libraries to 

convert trained models using higher precision arithmetic while trying to preserve the accuracy of the 

model.  This approach is suitable for ML cloud service providers who are interested in faster and more 

resource-efficient approaches to improve their resource utilization and customer satisfaction. 

    

In this talk, we first briefly introduce several control knobs that we have investigated in system level to 

manage the performance of DNN inference on GPUs. Then we focus on the reduce-precision arithmetic 

and its advantages and disadvantages. Finally, we present our proposed approach for incentivizing the 

employment of reduced-precision instructions of GPUs to maximize the profit of ML cloud service 

providers.   
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